





Time Series Lab





In class today you will have a chance to practice with some time-series data. This is a good opportunity to work on the skills that you will be tested on for the midterm. Below are some guidelines for the regression analysis of time-series data. (Make sure that you are able to identify data as time-series, as the analysis is somewhat different for cross-sectional data.) You are encouraged to work together and to ask questions. This is not an assignment. 

For a time series you may want to begin with a brief time-series analysis: Describe > Time Series > Descriptive Methods

· start by analyzing the Time Sequence (Series) Plot of the dependent variable, under Graphical Options,  for trend, seasonality, or other information which might be included in a Multiple Regression (MR) model.

Use the preliminary information obtained from the exploratory analysis above to specify an MR model.

· For a trend in the TS plot use time: if necessary, add a time variable to the spreadsheet either manually or using COUNT(1,number of rows in data,1).

· for seasonality: add dummy variables for the (significant) seasons.

· for unique or highly unusual events (for instance, the Olympics were a one-time event in Sydney): add a dummy variable to remove or explain the effect of the event.

· for significant autocorrelation: add lags of the dependent variable as independent variables in the MR model. You can do this either by creating a new column in the spreadsheet by highlighting the column and using Generate Data > LAG(dependent variable, number of lags to be used) > OK, or use the Input Dialog button in MR to enter LAG(dependent variable, number of lags to be used) as an independent variable in the model. (WARNING: Observations are lost in the least squares estimation of the regression coefficients when lags are used. For example, if a lag of 4 periods is used, then the first four observations are effectively lost. Consequently, you must decide if the improvement in the model justifies the loss in information incurred, i.e., including important autocorrelations incorporates information into the model, while the effective loss of observations (rows) loses information. It’s up to you to judge whether it’s a net loss or gain of information.) 

· If you suspect that one of the independent variables may have a delayed (lagged) effect upon the dependent variable (for instance, advertising in one period often effects sales in subsequent time periods) add suspected lags of the independent variable as new independent variables in the MR model. This can be done using either of the two methods described above for including lags of the dependent variable in the model. The WARNING above concerning the use of lags of the dependent variable applies equally to the use of lags of an independent variable.

After specifying a regression model, you must perform all of the usual diagnostics to determine if the model is appropriate and whether it can be improved. For a time-series, the graph of the Residuals vs. Row Number can be used to determine if any time-ordered effects remain. (The Durban-Watson statistic may be useful as well, but you should understand that it only looks at First-Order Autocorrelation, i.e., an autocorrelation with a significant lag of 1, and may be useless if time-ordered effects have already been incorporated into the model.)

1.  The file Champagne contains sales, in thousands of cases, of champagne produced by an independent vintner. The sales were reported monthly from January 1993 to December 1999

a.  Conduct an exploratory time-series analysis for champagne sales. What does the time-series plot tell you about champagne sales?

b.   What autocorrelations appear to be significant?

Using the information extracted from your time-series analysis, construct a regression model for sales, in thousands of cases, for the vintner for the period covered by the data. Produce the best model you can in 20 – 30 minutes. 

c.  What is your estimated regression equation?

d.  Why is it important to look at the plot of residuals versus row number for time-series? What are we checking? 

e.  Do we still need to check the plot of residuals versus predicted Sales and a histogram of the residuals? Why or why not?

f.  Predict, with 95% confidence, the sales for January 2000.

g.  Use your equation in part (a) and a calculator/Excel to estimate champagne sales for January 2000, and compare your estimate to the “Fitted Value” produced by Statgraphics.. 

2.  Hans Schmidt owns a bank in Switzerland. He maintains a record of the sales volume of unnumbered accounts solicited from foreigners (which he prefers to call “CDs” because they have time limits similar to certificates of deposits in the US) in the file SCHMIDT. The file contains monthly data from January 1990 through July 1995 for the following variables:

· Sales - sales volume for the “CDs” (in Swiss francs)

· Call - The number of cold calls made

· Rate - The average rate for a “CD”

· Mail - The number of mailings sent out

· Skiing - A dummy variable created to account for the period from February 1992 through May 1992 when Schmidt’s bank was partially closed for an extended skiing holiday.

       Your job is to create a regression model that can be used to analyze the bank’s performance selling “CDs”, and to briefly justify, i.e., defend, the model to Mr. Schmidt. As in real life, those with better models, i.e., models which successfully explain the major features of the data set with a minimum of variables, would receive more praise. 

       Finally, use your model to predict with 95% confidence the sales of CDs in the next month (August 1995) given:

· 900 cold calls

· average rate of CD is 3.50

· 4,500 mailings

· no extended holiday is planned

